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Workflow technologies have become a major vehicle for easy and efficient development of scientific
applications. In the meantime, state-of-the-art resource provisioning technologies such as cloud
computing enable users to acquire computing resources dynamically and elastically. A critical challenge
in integrating workflow technologies with resource provisioning technologies is to determine the right
amount of resources required for the execution of workflows in order to minimize the financial cost
from the perspective of users and to maximize the resource utilization from the perspective of resource
providers. This paper suggests an architecture for the automatic execution of large-scale workflow-based
applications on dynamically and elastically provisioned computing resources. Especially, we focus on
its core algorithm named PBTS (Partitioned Balanced Time Scheduling), which estimates the minimum
number of computing hosts required to execute a workflow within a user-specified finish time. The PBTS
algorithm is designed to fit both elastic resource provisioning models such as Amazon EC2 and malleable
parallel application models such as MapReduce. The experimental results with a number of synthetic
workflows and several real science workflows demonstrate that PBTS estimates the resource capacity

close to the theoretical low bound.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Many applications for large-scale scientific problems consist
of a number of cooperative tasks which typically require more
computing power beyond single machine capability. Distributed
HPC (High Performance Computing) environments such as cluster,
grid, and laaS (Infrastructure as a Service) cloud have become
a viable computing platform for this class of applications. An
easy and popular way to describe complex applications is to
use a high-level representation. Especially, many projects in a
variety of disciplines adopt a workflow technology [1-4]. The
MapReduce programming model from Google [5] and Dryad
from Microsoft [6] are also an example of workflow approach.
A workflow is represented as a Directed Acyclic Graph (DAG)
with nodes and edges, which represent tasks and data/control
dependencies between tasks, respectively. A workflow can specify
the overall behavior and structure of an application independent of
target execution environments. Then, the workflow management
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systems such as Pegasus [7], Askalon [8], and Triana [9] deal with
the complexity of application management and allow scientists to
execute the workflow on distributed resources.

Traditional HPC systems are mostly dedicated and statically
partitioned per administration policy. Owning a HPC system,
however, is not only very expensive but also inefficient in adapting
to the surge of resource demand. For this reason, the dynamic
coordination and provision of distributed resources rapidly draw
attraction from scientists. Some notable achievements are the
resource virtualization and provisioning technologies such as COD
(Cluster on-demand) [10], Virtual Grid [11,12], Eucalyptus [13],
and IaaS Cloud such as Amazon’s EC2 (Elastic Compute Cloud) [ 14].

Workflow technology can benefit from resource provisioning
technology. As observed in laaS, resource provisioning technology
makes the resource allocation process simple and straightforward;
users only need to identify resource type, leasing period, and cost
for their applications. Since resource types tend to depend on
application characteristics, the main concerns of users would be
the leasing period and the cost. Ideally, users want to run their
applications as fast as possible with the minimum cost. However, if
applications are not time-critical, users may tolerate a little delay
of execution for more cost saving.

A critical issue in the integration of the workflow systems and
the resource provisioning technologies is to determine the amount
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of resources that workflow systems should request to provisioning
systems, which is termed resource capacity in this paper. The
resource capacity affects the total execution time (makespan) of
application workflow and determines the financial cost.

If the amount of resources is large enough, the makespan can be
reduced by executing independent tasks simultaneously. However,
too many resources can lead to low resource utilization, high
scheduling overheads, and most importantly high cost. On the
contrary, if the amount of resources is too small, the execution time
of workflow can increase and in consequence the time constraints
of applications cannot be satisfied.

To solve this problem, we proposed a heuristic algorithm
named Balanced Time Scheduling (BTS) [15,16]. BTS estimates the
minimum number of computing resources required to execute
a workflow within a given deadline. We also built a prototype
system to prove the concept by integrating Pegasus for workflow
management and the Virtual Grid for resource management [17].
In BTS, the size of computing resources is kept static throughout
the entire workflow execution. Even though BTS is cost-efficient,
scalable, and generic, however, the static allocation strategy has
a potential resource waste because BTS may not use the entire
resources always for the leasing period.

On the contrary, state-of-the-art provisioning services allow
users to elastically adjust the size of computing resources at
runtime per workload. However, we notice that the smallest
charge unit of resource lease for most providers is one hour.
For example, Amazon EC2 [14] adopts an hour-based pay-as-
you-go charge policy. Another example is that most clusters for
Grid computing such as TeraGrid [18] have hour-based advance
reservation policies. In addition, the startup and cleanup overhead,
such as initializing and terminating virtual machines in the cloud
and the resource mapping in batch systems, is not negligible.
As such, fine-grained management for elastic resources is not
practical yet.

In response, this paper proposes an algorithm named the
Partitioned Balanced Time Scheduling (PBTS) algorithm, which
determines the best number of computing resources per time
charge unit in elastic computing environments, minimizing the
gross cost during the entire application lifetime. Fundamentally,
the PBTS algorithm is an extension of the BTS algorithm for elastic
resources, and it inherits all the benefits of BTS. First, PBTS is a
polynomial algorithm, which is scalable to very large workflows
having tens of thousands of tasks and edges. Second, PBTS can
handle workflows with data-parallel tasks and MPI-like parallel
tasks whose subtasks are executed concurrently on distinct
resources. Beyond the inherited characteristics, PBTS makes a full
use of the elasticity of resources and provides the user with a
resource allocation plan having the lowest cost. This is the unique
contribution that conventional workflow scheduling techniques
cannot achieve. PBTS is designed to adjust the resource allocation
at runtime so that PBTS can find the resource capacity with lower
cost when tasks are completed earlier than the predicted time.

The rest of this paper is organized as follows. Section 2 presents
the architecture for workflow execution on elastic resources and
defines the resource capacity estimation problem. In Section 3, we
provide an overview of prior studies closely related to our work.
Section 4 details the proposed PBTS algorithm. The methodology
and the experimental results are presented in Section 5. Finally,
Section 6 concludes the paper with future research directions.

2. Workflow execution on elastic resources

This section introduces the overall architecture of the comput-
ing framework to leverage elastic resources, and explains the mod-
els of application and resource for this study.

User Workflow, resource spec., deadline
Workflow Management System
Resource
Capacity _| Resource
Estimator acquisition
Scheduling module Resource
module provisioning
b system
v Execution Manager
qomge | (DI A
g /Release

Computing resources

Fig. 1. Computing platform model.
2.1. Integrated workflow execution system

Fig. 1 depicts our computing platform model for executing
workflows on elastic resources and a simple working scenario.
We use the same computing platform model used in our prior
study [15,16] except that resources are elastic with a discrete
lease period. First, a user asks the Workflow Management System
(WMS) to execute a workflow within a deadline for a given resource
specification. Then, the WMS automatically performs resource
acquisition, task scheduling, and workflow execution. In more
detail, the Resource Capacity Estimator analyzes the workflow
structure to determine the amount of computing resources. The
Resource Acquisition Module then negotiates the external resource
provisioning systems and acquires the determined amount of
resources that satisfy all requirements. Once appropriate resources
are allocated, the Execution Manager automatically runs the tasks
on the resources guided by the Scheduling Module. Workflow tasks
communicate with each other via the storage where all input and
output data persist.

The main difference of this computing platform model from the
traditional high performance computing models is that resource
allocation is application-driven, and that resource set size can be
changed at runtime.

In this computing platform model, the PBTS algorithm plays a
dual role; one is to determine the resource capacity as a Resource
Capacity Estimator, and the other is to determine the schedule of
tasks for each charge time as a Scheduling Module. In contrast to
BTS that estimates the resource capacity for the entire workflow
execution before running the workflow, PBTS determines the
resource capacity at the boundary of every charge time and adjusts
it, if necessary, considering the status of resources and tasks.

2.2. Application model

PBTS uses the same application model with that of BTS
described in [16]. An application is expressed as a workflow
composed of ordered tasks building a directed acyclic graph w =
(T, E) where T is a set of vertexes representing ntasks t; € T, 1 <
i < n,and E denotes a set of directed edges between two tasks. An
edgee(t;, tj) € E, t;, tj € T, t; # tj implies that t; must be executed
before t;. P(t) C T and C(t) C T represent the sets of immediate
predecessors and successors of a task t € T, respectively. Similarly,
A(t) C T and D(t) C T denote the sets of all ancestor tasks and
descendant tasks of t € T, respectively. Without loss of generality,
we can say that there is only one entry task ¢, and one exit task
thottom- If there are multiple entry tasks or exit tasks, we can merge
them by introducing zero-weighted tasks, t;,, spawning all entry
tasks and tpoom joining all exit tasks.



E.-K. Byun et al. / Future Generation Computer Systems 27 (2011) 1011-1026 1013

We also assume that each task is executed non-preemptively
and exclusively on a single resource or a set of resources. Every
task t € T is associated with two values given by ET(t) € N
and HR(t) € N, which represent the execution time and the
host requirement of t, respectively. Typically, the execution of a
task consists of three phases, downloading of input data from the
storage system, running the task, and transferring output data to
the storage system. Thus, ET (t) is determined by the computation
time of tasks and the size of input/output data. We assume that the
execution time of individual tasks are given by users [19].

The host requirement, HR(t), denotes the number of computing
hosts that a task simultaneously occupies throughout its execution.
For example, a parallel processing task such as an MPI-task requires
multiple fully-connected computing hosts at the same time while
a sequential task can be executed on a single host independently.

The host requirement for a task can be fixed or flexible
throughout the execution. If a task needs a fixed number of
resources, we call the task rigid while the task is malleable if the
host requirement is changeable. For instance, parameter study
applications are malleable because the degree of parallelism can
be adjusted dynamically, while a sequential task or an MPI-task is
rigid because the numbers of resources are statically determined
by the task characteristics. In this paper, we term a malleable task
as an M-task while a rigid task as an R-task, and two symbols, Ty
and Ty, represent the set of M-tasks and R-tasks, respectively.

We use the simplified equation to calculate the execution time
of an M-task as in Eq. (1) where FET (t) is the execution time if the
task t is executed on a single resource and SET (t) is the execution
time of the rigid computation partin FET (t) as modeled in previous
studies [20-22]. FET(t) and SET(t) should be given by users for
every M-task. For R-tasks, FET (t) and SET (t) are equal to ET(t).

FET(t) — SET(t)
ET(t) = SET(t) + ) . (1)

All tasks are assumed to communicate via storage instead of
directly transferring of data between tasks. This model allows us
to have data persistency and enables asynchronous computation.
As a result, multiple instances of the same workflow and other
workflows in the same domain can reuse the stored data and avoid
the redundant computation. In addition, the persistent data can
be used for recovery in case of application failures. On the other
hand, the asynchronous computation can increase the resource
utilization. The synchronous communication between tasks forces
the sender to be alive until all child tasks receive the data. With
asynchronous computation, the sender tasks can release their
resource immediately once data persists in the storage system
successfully. One limitation of this model is that the storage system
or network can be a bottleneck.

2.3. Resource model

In our architecture, the Resource Provisioning System medi-
ates between individual resource providers and applications; it ac-
quires a collection of computing hosts from resource providers on
behalf of applications, based on the published resource specifi-
cations and users’ resource requirements. A computing host rep-
resents an independent processing unit equipped with a CPU,
memory, local storage, and network interface on which any tasks
of the workflow can be executed. All computing hosts allocated
by the provisioning system should satisfy all requirements such
as performance, availability, bandwidth, and so on, and they are
completely connected to each other by a network. These comput-
ing hosts are computing resources that have similar or comparable
configurations and performance per application basis. Therefore,
our algorithm treats these computing hosts as homogeneous re-
sources even though they can be actually heterogeneous because

they are allocated from independent resource providers such as
Grid and Compute Cloud as long as the SLA (Service Level Agree-
ment) is satisfied. This approach makes the PBTS algorithm simple
and lessens the scheduling overhead of the WMS.

We use the term, Resource Capacity (RC), to represent the
number of computing hosts allocated to an application workflow.
The WMS can adjust the resource capacity dynamically. Since
the financial cost (or simply cost) is calculated as the product
of resource capacity and the allocation duration, we can reduce
the cost by allocating the resource on-demand basis. That is, we
can acquire resources just before more resources are needed and
release them immediately when resources are idle. However, even
though current provisioning systems support such elasticity, the
cost model is restricted. For example, Amazon EC2 charges for
resource usage on a per hour basis. If somebody uses a virtual
machine from EC2 for any few minutes, he/she should pay for the
whole hour. Therefore, in order to minimize the cost, resources
should be held for the hour unit length and the resources should
be utilized as densely as possible.

Our algorithm is fully aware of such a pricing policy in reality as
well. Any adjustment of the resource set can take place only at the
border of charge time. In other words, the application’s running
time is divided into time-partitions whose length is equal to the
time charge unit of resource provisioning system (e.g., one hour),
and the resource capacity is adjusted at each time-partition while
the resource capacity remains constant within a time-partition.
In this model, the cost is determined by the sum of the resource
capacity over all time-partitions.

3. Related work

The issue presented in this paper is different from the well-
known workflow scheduling problems. The main objective of
conventional workflow scheduling algorithms is to minimize the
makespan of workflow for a given resource set [23-25]. Most
algorithms rely on a list scheduling and their performance is
known fairly well, having relatively small time complexity [26-
29]. By contrast, the goal of our study is to find the minimum
set of resources for application workflow that meet the given
deadline. More details about how the resource capacity estimation
is different from the conventional workflow scheduling were
presented in our previous study [16].

Based on this understanding, we only cover the prior studies
relevant to this study and categorize them into two groups:
(i) techniques that enable large-scale application execution with
dynamic resource provisioning, and (ii) techniques that estimate
the resource capacity for workflow execution.

As the laaS cloud service has become mature, large-scale
scientific applications are able to leverage the dynamically
provisioned resources instead of using a dedicated supercomputer.
For example, the Pegasus WMS [7] can manage the execution
of complex application workflows on virtual machines acquired
from Amazon EC2 [30,31]. As another example, Science Cloud [32]
provides scientists, who have no dedicated computing resources,
with the laaS cloud service, using the Nimbus toolkit [33]. Even
though its application is limited to a specific domain, Amazon’s
Elastic MapReduce [34] technique also enables users to execute
applications over the Hadoop framework on virtual machines.
However, these approaches are not able to exploit the elasticity of
resources because the resource capacity, i.e., the number of virtual
machines, is determined before applications start and is fixed even
though resource providers allow dynamic resource management.

In the meantime, some approaches focus on adjusting the
resource capacity according to the amount of demand. Murphy
et al. [35] suggested a system that dynamically provisions virtual
clusters by monitoring a job queue and spawns VMs to process
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Condor jobs. Marshall et al. [36] introduced Elastic Site, a virtual
cluster composed of elastically provisioned resources. Elastic Site
determines when to boot up additional VMs in the cloud or to
terminate them, based on the information provided by the queue
sensor in order to handle the bursting of demand and avoid the
low utilization at idle time. Please note that both approaches only
consider the current status of the global queue but do not exploit
the information of future demands even when the prediction is
possible as in workflow cases.

Unlike the aforementioned approaches, we focus on minimizing
the cost from the perspective of a user who wants to finish
his/her workflow within a deadline. On another note, our approach
enables to find the best-effort resource allocation plan, based
on the workflow profile such as structure, input date size, and
approximate execution time.

The PBTS algorithm attempts to estimate the resource capacity
which minimizes the cost to complete a workflow within a given
deadline. As a prior research, we proposed the BTS algorithm
as a solution of the resource capacity estimation problem under
the assumption that the resource capacity is static throughout
the entire execution of the workflow [15,16]. Subsequently, we
propose the PBTS algorithm that supports the elastic resource
allocation/release environment and estimates the changes of
resource capacities over time.

To the best of our knowledge, no existing research solves
exactly the same problem as the PBTS algorithm. However, several
researches aim at a goal similar to the BTS algorithm. Sudarsanam
et al. [37] proposed a simple technique for estimating the amount
of resources. It iteratively calculates makespans and utilizations
for numerous resource configurations and finds the best one.
Wieczorek et al. proposed a general mechanism for a bi-criteria
workflow scheduling heuristic based on dynamic programming
called DCA [38]. It generates and checks candidate schedules
iteratively and finds the best among them. The problem of BTS can
be solved by DCA when two criteria are the workflow’s makespan
and the resource capacity. Even though these approaches are likely
to find an optimal solution, it does not scale well with large
workflows and large resource sets.

Huang et al. [39] proposed a mechanism for finding the
minimum resource collection (RC) size required to complete a
workflow within the minimum execution time. The RC size is
determined according to empirical data gathered from many
sample workflows, by varying such parameters as the DAG size, the
communication-computation ratio, parallelism, and regularity.
Even though this approach achieves reasonable performance for
workflows with similar characteristics to those of the sample
workflows, it does not guarantee that its estimates are correct for
arbitrary workflows. Additionally, the parallelism and regularity
cannot be calculated deterministically for workflows with complex
structures. Due to such limitations, this approach is only useful for
some limited classes of workflows. By contrast, our algorithm can
be applied to any type of workflow, and it does not require a kind of
training phase since our algorithm directly analyzes the workflow
structure. Finally, our algorithm can arbitrarily explore any desired
finish times greater than the minimum execution time.

4. The PBTS algorithm

4.1. Problem specification

The goal of this study is to determine a resource provisioning
plan of workflow; the algorithm should determine the number of
computing hosts and the task schedule for each time-partition.
Based on the models discussed in Section 2, PBTS first captures the
application characteristics and the resource constraints by three
inputs: (1) a workflow profile represented by an acyclic graph

W = (T, E) with ET(t) and HR(t) of all rigid tasks (t € Tg), and
FET (t) and SET (t) of all malleable tasks (¢t € Ty), (2) application
deadline (Xp), and (3) length of time-partition (Xp), which is
equal to the charge time unit of resources. A schedule of task t
includes its scheduled start time ST (t), its host requirement HR(t),
and its adjusted execution time ET (t). The schedule must satisfy
the conditions presented in Eq. (2) to guarantee the precedence
between tasks and the application deadline.

Ve(ti.tj) € E, ST(t) + ET(t) < ST(t) 5
VteT, ST(t)+ET(t) <Xp. (2)

The resource capacity of time-partition is dependent on the
number of tasks scheduled at the time-partition. In Eq. (3), NH(S, x)
denotes the number of computing hosts allocated for a set of tasks
(S) at time x. The resource capacity of time-partition (RC(i)) then
is the peak number of computing hosts within the time-partition

(Eq. (4)).
NH(S, x) =

{EIST(¢) <x<ST () +ET (t),t S}
RC(i) = max NH(T, x),

(i—1)xXp <x<ixXp

HR(t) (3)

where 0 < i < n,. (4)

The objective of PBTS is to minimize the total cost (Costotqr)
by finding the best task schedule for each time-partition. Eq. (5)
defines the total cost, where Cost,,;; is the price when a single
computing host is used for one time charge unit, i.e., Xp. The total
cost is proportional to the sum of resource capacity across all time-
partitions.

Costotal = CoStunic - Y RC(i). (5)

4.2. Approach

As emphasized earlier, our goal of this study is to minimize the
resource cost, not the makespan of workflow. PBTS is based on the
key technique that a task can be delayed as long as it does not break
time constraints of the application, anticipating that other tasks
can exploit the artificial slack time. If the deadline (Xp) is longer
than the length of the critical path of workflow, any tasks can be
possibly delayed. Even when the deadline is equal to the minimum
makespan of workflow, tasks on non-critical paths can be delayed
as well.

Fig. 2 illustrates how this simple idea can reduce the number
of resources. For comparison, we present a naive approach that
schedules all tasks as early as possible. Fig. 2(a) shows the structure
and task properties (ET (t) and HR(t)) of the workflow. The naive
approach estimates that four processors are required to exploit the
maximum parallelism of the workflow as in Fig. 2(b). With four
computing hosts, this workflow spends seven time units, which is
the sum of execution times of tasks on the longest path (i.e., tasks
1, 2, and 6). However, tasks 4 and 5 do not utilize the resources all
the time. We can delay tasks 3, 4, and 5 arbitrarily without affecting
the makespan of the workflow. For instance, we can execute tasks
3, 4, and 5 sequentially on a single host, because the sum of their
execution times is equal to the execution time of task 2. Fig. 2(c)
shows that we can schedule all tasks with the same makespan by
using only two hosts.

PBTS is an extension of the BTS algorithm for elastic resources.
PBTS and BTS are identical if a workflow runs within a single
time-partition, i.e.,, Xp < Xp. However, if a workflow runs over
multiple time-partitions, PBTS becomes an online algorithm, and
it leverages BTS iteratively to estimate the resource capacity for
individual time-partitions. That is, PBTS adaptively estimates the
resource capacity of time-partition at runtime while the decision of
BTS is made at the beginning of execution and fixed throughout the



E.-K. Byun et al. / Future Generation Computer Systems 27 (2011) 1011-1026

1015

o _|Hostt | Host2 | Host3 | Host4 | Host1| Host2
Task|ET|HR 1 1 1 1
IR : RN A
i 3 i 3
3 T2l Time . 2 Time o 2 A
4 |21 5 5|
5 111 6 6 5
6 |11 7 6 .6
(a) Workflow (b) Task (c) Naive scheduling. (d) Optimal
structure. information. scheduling.

Fig. 2. Comparison of two scheduling strategies for minimum makespan of an example workflow.
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execution. Fig. 3 shows the difference with an example workflow
having 14 identical tasks (ET(t) = 1). The minimum makespan of
the workflow is six when X, = 8 and Xp = 2. BTS estimates the
resource capacity as two and keeps them throughout. By contrast,
PBTS decides to use only one computing host for the first three
time-partitions and expands the resource capacity for the last
time-partition. As a result, PBTS can execute the same workflow
within the same deadline only with the 7/8 cost.

A simple approach people may try to solve the problem is
to apply BTS repeatedly for all unexecuted tasks at every time-
partition. That is, given a set of unfinished tasks and a deadline
of charge time unit, BTS can estimate the minimum resource
capacity for each time-partition until all tasks finish. However, this
approach can fall into a local optimum because it does not consider
the consequence of a decision for each partition on the total cost.
In contrast, PBTS takes into account of the influence on the total
cost when estimating the minimum resource capacity of each
partition.

The high-level description of PBTS is given in Fig. 4 where
Tremain» Tsche» aNd Texee denote the set of unexecuted tasks, the set of
tasks selected to be scheduled at the target time-partition, and the
set of executed tasks, respectively. PBTS iterates all time-partitions
of the application one by one in the time order at runtime, and
has three phases to determine the resource capacity of the next
time-partition; (1) PBTS identifies the set of executable tasks for
the next partition, based on the approximate resource capacity,
considering the total cost, (2) estimates the exact resource capacity
and the schedule of the selected tasks for the time-partition using
BTS, (3) allocates actual resources as estimated and executes the
selected tasks on the resources by the schedule. PBTS performs
the estimate for the first time-partition before the workflow
starts, considering all tasks in the workflow. PBTS then repeats
the three phases for the remaining time-partitions until all tasks
are completed. PBTS considers the actual progress information of
tasks in the current partition, and conducts the estimate for the
upcoming partition just before the next partition starts.

This online approach has two main advantages. First of all,
since the algorithm monitors the task progress, the algorithm can
adapt to the dynamics of tasks and resources in each partition,
and can adjust the resource capacity in the following partitions.
For example, if tasks are lagged or unexecuted in the current
partition, PBTS continues to execute such tasks, and tries to
allocate additional resources for them in the next partition to keep
the deadline. Likewise, if tasks finish earlier, PBTS aggressively
utilizes the free resources by executing the unscheduled tasks
in advance. As a result, PBTS can estimate less resource capacity
in the following time-partitions, which eventually can reduce
the total cost. Second, since the workflow scheduling overhead
is amortized over the iterations, applications experience only
the scheduling overhead for the first time-partition even with
large workflows. Note that this online approach is only feasible
with a highly efficient and scalable algorithm like PBTS. The
following subsection describes each phase of the iteration in
detail.

4.3. Task selection phase

This phase is a major difference from our previous study
where the algorithm, BTS, which assumes a single virtual time-
partition equal to the application deadline regardless of actual
time-partitions determined by resource providers and determines
the time schedule of all tasks at once. To the contrary, PBTS is
aware of the time partitions and experiences the dynamic changes
of tasks set and resource capacity in every time-partition. PBTS
should determine the distribution of tasks across time-partitions
in order to determine the resource capacity of each time-partition.
The task selection phase identifies the task set to be scheduled
in the immediate time-partitions. However, the task set is also
influenced by the resource capacity of the time-partition, and
this constitutes a cyclic dependency between resource capacity
estimate and task set selection. To resolve this issue, the task
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END FOR

=

Fig. 4. The high-level description of the PBTS algorithm.

selection phase first approximates the resource capacity of all
remaining time-partitions with the given information of the
workflow. Then, PBTS determines a set of candidate tasks that
can be scheduled on the immediate time-partition under the
assumption that the approximation is accurate. Note that the task
selection phase does not try to minimize the resource capacity
of the target time-partition greedily. Rather, it determines the
resource capacity of the time-partition, considering the total cost
of the entire workflow and the deadline in order to avoid falling
into a local optimum.

The workflow structure and the deadline (Xp) determine the
resource capacity of each time-partition. Especially, the degree of
parallelism of tasks is a dominant factor of resource capacity when
the deadline is close to the minimum makespan. However, if the
deadline is far from the minimum makespan, tasks can be delayed
as long as the deadline is guaranteed. In this paper, the difference
between the deadline and the minimum makespan is called the
spare time (Xspqre). PBTS exploits this spare time to reduce resource
capacity. The distribution scheme of the spare time affects the
overall cost. For example, the workflow in Fig. 5(a) needs five unit
computing hosts to finish by the minimum makespan (i.e., two
time-partitions): three for the first time-partition and two for the
second time-partition. Let Xp be three times of Xp and have the
spare time of one Xp. If the spare time is used for the first four
tasks as in Fig. 5(b), one computing host allocated for two time-
partitions can execute them, and two computing hosts allocated
for one time-partition can execute the remaining four tasks. The
total cost of this execution is 4 units. On the contrary, if the spare
time is assigned to the last four tasks as in Fig. 5(c), the first four
tasks still need three computing hosts, and one computing host
is enough for the last four tasks. The cost of this execution is 5
units. As such, finding the best distribution of the spare time is
essential to approximating the resource capacity with minimal
cost.

In summary, the task selection phase consists of three sub-
steps: (1) analyzing the workflow structure to get the variance
of resource capacity over time to finish the workflow as early as
possible, (2) finding the best distribution of the spare time that
minimizes the total cost and approximating the resource capacity
of the target time-partition, (3) selecting the set of tasks to be
scheduled in the target time-partition for the resource capacity
approximated in Step (2).

4.3.1. Workflow structure analysis

The first step of the task selection phase is to identify the dis-
tribution of resources over time-partitions. The resource capacity
distribution is closely related to the structure and characteristics
of workflow. For this purpose, we quantify the workflow structure
and characteristics via a simple mathematical model.

We analyze the structure of the workflow by using the earliest
start time and the latest finish time of un-scheduled tasks under

the assumption that the deadline (Xp) is equal to the minimum
makespan of workflow (Xj). As shown in Eq. (6), the earliest
start time of a task, i.e., EST(t), is influenced by the start time of
scheduled parent tasks and the earliest start time of unscheduled
parent tasks. We use symbols, x,s and xp., to represent the start
time and the end time of the target time-partition, respectively.
The minimum makespan of the workflow is equal to the earliest
start time of the zero-weighted bottom task, i.e., Xpy = EST (tpottom)-
LFT min (t) is the latest finish time of the task when Xp = Xy (Eq. (7)).
A task can be scheduled anytime between EST (t) and LFT iy (t) as
long as the workflow makespan remains smaller than or equal to
Xu. We can calculate these values by a depth first search from &,
and Lhottom-

EST(t) = max {EST(j) + ET(j),
Vj€P (t)—Texec, YKEP (t)NTexec
ST (k) + ET (k), Xps} (6)
LFT i (t) = min {LFTmin(C) — ET(c), XM}- (7)
VeeC(t)

As a part of the process determining EST (t) and LFT 1, (t), PBTS
also initializes ET and HR of M-tasks. As shown in Fig. 6, the goal of
this initialization algorithm is to extend ETs of M-tasks not on the
critical path as long as possible and to reduce their HRs. As a result,
the host requirements of all M-tasks are balanced.

PBTS quantifies the workflow structure by AHR(x) which
denotes the aggregate host requirements of all tasks that can be
scheduled at time x measured from x,. All tasks on the critical path
must be scheduled as early as possible for the minimum makespan.
However, the schedulable range of tasks on the non-critical paths
is wide, and it is hard to decide at which time non-critical tasks
should be scheduled in order to determine AHR(x). For simplicity,
we use the average of two extreme scheduling schemes as shown
in Eq. (8).

AHR,(X) + AHR(X)
2

AHR, (x) defines the sum of the average host requirement of all
tasks whose schedulable range is intersected on x when all tasks
are scheduled as early as possible (cf. Eq. (9)). LFT.(t) is the latest
finish time restricted by its child tasks as in Eq. (10).

ET(¢) - HR(t)

AHR(X) = + NH(Texem X)~ (8)

AHR.(x) = _ (9)
Vte{tlEST(;KLFre(t)) LFT,(t) — EST(t)
LFT.(t) = min EST(t.). (10)
ViceC(t)

On the contrary, AHR/(e) defined in Eq. (11) is the sum of
average host requirements of all tasks whose schedulable range is
intersected with the minimum makespan (Xp = Xy). In AHR;(e),
the schedulable range of tasks is from EST(t) to LFT y;, where
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Fig. 5. The cost with different spare time and its distribution.
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LOOP WHILE T,.4 # 0 DO
t; <t € Tyreq with the largest HR

ET(t) + ET(t;) + 1, HR(t;) + |

END LOOP

FORALL t € Tyemain DO ET(t) < SET(t) + 1, HR(t) « FET(t) — SET(?)
Calculate EST(t) and LET,,in(t), t € Tremain through depth first searches.
Tred < Tremain N { t is not on the critical path and HR(t) is greater than 1}

FET(t,)—SET(t;)

ET(t;)—SET(t;) 1

Update EST(t;) of all t; € D(t;) and LFT(t) of all t;, € A(t;)
Tred < Tred — {tisonthecriticalpath VvV HR(t) = 1}

Fig. 6. Initializing HR and ET of every M-task.

EST(t) in Eq. (12) is the earliest start time when all its parent tasks
are finished at their LFT ;.

ET(t) - HR(t)

AHR/(x) = > (11)
Ve (t|EST;(£) <X<LFTmin (6)} LFT in (t) — EST(t)

ESTi(t) = max LFT yin(ty). (12)
VipeP(t)

Finally, the last term of Eq. (8) represents the number of
computing hosts occupied by tasks that started in the previous
time-partitions but have not finished yet. Tasks having longer
execution times than Xp or scheduled near the end of the previous
time-partition can run over multiple time-partitions.

4.3.2. Spare time distribution

Based on the information of resource requirement over time
obtained in the previous step, this step determines which time-
partition can have the most benefit with the spare time. The
resource capacity of the time-partition is determined by the peak
resource requirement within the time-partition. Therefore, the
beneficiary of spare time should be able to lower the peak at the
expense of the task execution time.

As illustrated in Fig. 7(a), AHR(x) of workflow can be repre-
sented by a plane where the x-axis represents time and the y-axis,
the resource capacity. As shown in Fig. 7(b), the plane then can be
partitioned along with the time axis, based on the charge time unit.
In this plane, the total resource requirement of workflow is equal
to the total area of the polygon. Since the resource capacity changes
over time, the polygon can have an arbitrary stepped shape. How-
ever, we approximate the shape for each partition to an L-shaped
hexagon with the same area to the original polygon in order to sim-
plify the area computation.

Fig. 8 illustrates this transforming process. The height of the
leftmost side of hexagon, H™¥, is equal to the tallest height of the

original polygon while the height of the rightmost side, Hi‘“i“, is

equal to the shortest height of the original polygon. Then, the width
of the left top side can be calculated by Eq. (13).

Xp if HM = gmin
Xmax _ Si _ XF . Hmin .
i - 1 H max min
i 7]_]}“3)‘ — H,mm lle- > H,-
1 1
i-Xp
whereS;= Y AHR(x). (13)
x=(i—1)-Xp

Now, we transform this simplified hexagon one more time
when extra time is assigned to the partition. We just transform
the rectangle on the left side of the hexagon while the right
size remains the same, which means that tasks scheduled on the
busiest time utilize the additional time to reduce the resource
requirement. Then, the new height of the final hexagon can be
calculated by Eq. (14), and the total cost of this partition is obtained
by Eq. (15).

Xmax
Hpew — Hmax . 1 14
1 1 X;’nax +xfnc ( )
Cost; = H{"" (Xp + Xinc)- (15)

Our interest here is which partition can have the most
benefit with the spare time. To get the optimal answer, we
need to solve an integer program. For simplicity, we compare
a differential coefficient of the cost function (Eq. (16)). The
dCost /dx;,. value of candidate time-partition should be less
than zero to reduce the total cost, and the smaller dCost/dx;p,
means more cost reduction. Therefore, the time-partition with the
smallest differential coefficient is the best candidate.

dCost; XX — Xp
=H

max . xmax . 1
- i max '
dXinc (Xi + Xinc)?

(16)

Next, we apply the new height and width to the original polygon
of resource capacity, and reshape it. For instance, the polygon on
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Fig. 8. Cost approximation model.

the left in Fig. 9 is transformed into the polygon on the right after
trimming the tall rectangles down to H". If the height of the
rectangle is shorter than H/*", reshaping is not required.

Let w; x and h; x be the width and the height of k-th rectangle,
respectively, and assume that there are r; rectangles in the i-th
time-partition. The width and the height of k-th rectangles of i-th
time-partition are updated by Eq. (17) and AHR(x) is also updated
accordingly.

hi,k < min{hiyk, H{‘ew} a7
Wik <= hij - wj/ min{h;, H"}.

PBTS repeats this distribution until the entire spare time is
consumed, or all time-partition dCost/dx;,. values become zero
meaning that each L-shaped hexagon becomes a rectangle, i.e.,
H™*& = H™" The termination conditions make tasks scheduled
as early as possible if adding the spare time to any time-partition
cannot reduce the cost. As such, PBTS minimizes the turnaround
time of workflow as well as the cost.

The time unit of the spare time distribution, x;;., should be
determined to balance the computing overhead and the accuracy
of approximation. According to our experiments, the rule of thumb
is to use one tenth of Xp. We will use a symbol xi to represent the
amount of spare time assigned to a time-partition.

4.3.3. Task selection

As the last step of the task selection phase, PBTS selects tasks
to be scheduled in the target time-partition by checking the LFT of
tasks extended through spare time distribution.

In AHR(x) graph, X-axis of AHR(x) graph represents the time
from x,; and the rightside edge of a rectangle represents LFT pin (t)
of a task. Thus, LFT i, (t) can be calculated as the sum of width
of all rectangles located at the left-side of the matched rectangle.
Assigning a portion of spare time to a time-partition extends the
schedulable range of tasks to be scheduled on the time-partition.
More formally, as in Fig. 9, the widths of some rectangle (w; i) and
correspondingly the LFT n,;, (t)s of some tasks are increased. We use
a symbol LFT ’mm(t) to represent the increased value of LFT i, (t) of
task t, and it is calculated as in Eq. (18) when t is matched to k-th
rectangle in p-th polygon.

p—1 m k
LFT}in () = Xps+ > Y Wam+ »_ Wpm. (18)
n=1 m=1 m=1

In the task selection phase, first of all, PBTS sets Tspeq to an
empty set. Then for every task t in Tremgin, if LFTﬁmn(t) — ET(¢t) is

smaller than xp, task t is added to T since t is considered that its
scheduling range is laid on the target time-partition. After checking
all tasks, the tasks selection phase returns Tycpeq.

All the steps of the task selection phase which select the tasks to
be executed in the target time-partition among unscheduled tasks
(Tremain) are summarized in Fig. 10.

4.4. Resource capacity estimate and task scheduling phase

PBTS applies the BTS algorithm to the tasks selected in the
previous phase to estimate the minimum resource capacity of
the adjusted time-partition. More specifically, the task placement
phase and the task redistribution phase of the BTS algorithm find
the best time schedules of tasks [16]. The only difference is that
LFT (t) of task is bounded by the end of time-partition, X, as in
Eq. (19). Note that tasks may not complete their computations
within the time-partition, but all tasks must start before the end
of the time-partition.

LFT(t;)) = min

VEeC(6)NTs

{LFT (tj) — ET(t;), LFT" , (D)} (19)

First, BTS performs preliminary scheduling of tasks, using a
heuristic algorithm as presented in Fig. 11, where T; represents the
set of tasks whose start time is set by BTS. This algorithm iterates
three steps until the start times of all tasks are determined. BTS
first selects a task with the smallest schedulable duration among
unscheduled tasks (line 2) and then determines the best start time
of the task within its schedulable duration (lines 3, 4). Finally, it
updates ESTs and LFTs of all its dependent tasks to reflect the
changes in the time constraints of the task (lines 5, 6). Once the
task placement phase finishes, the start time (ST (t)) of every task
is determined.

Since the task placement algorithm does not always find
an optimal solution, BTS does further optimization in the task
redistribution phase as in Fig. 12. For each task placed in the
most resource-demanding time slots (t, € Tpygy), BTS tries to
relocate them between EST iy (ty) and LFT . (tp) or to change
its host requirement (HR(ty)) in order to reduce the maximum
NH(T, x) of the time slot on which the task is placed. In other
words, tasks in busy time slots are moved to relatively idle time
slots and eventually the total resource requirement over time
is balanced. A relocation can involve cascading relocations of
dependent tasks, in order to preserve the precedence between
tasks. Whenever the new start time of relocated task is earlier
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Fig. 9. Change of AHR of the most benefitable time-partition after X;,. is added.

TaskSelection(T}cmain )

: Build the AHR(x)

: Calculate the spare time, Xgpare < Xp — EST (thottom)

: WHILE X4, > 0 DO

partition AH R(z) diagram into m polygons whose width are Xp

If there is no time-partition which satisfies Cclg(ioiitj < 0, BREAK WHILE
Add %™ to the selected time-partition.

inc
: update w; g, hix, and AAO(x)
9: Xspare — Xspare - l"%?t
10: END WHILE

1
2
3
4:
5: Find the time-partition with smallest 25254
6
7
8

11: Tsche < {t | t € Tremain, LFTL;(t) — ET(t) < @pe}

12: RETURN Ticpe

Fig. 10. Algorithm description of the task selection phase.

ALGORITHM Task placement

1: LOOP WHILE T, #T DO

2: ty + t €T — T, with the narrowest SD(t),

if tied, the largest HR(t), and the largest n(T — A(t) U D(t))

3:  Let peak(t,st) = max’ 7T NH(Ts, z), minPeak + min

x=st

LET(t,)—ET(t,)

st—BST (1) Peak(ty, st),

STC < {st | peak(ts, st) = minPeak, EST (t;) < st < LFT(t;) — ET (1)}

Zwa CA(ts) ET(tq)HR(tq)

>vxpen,) FT(Xp)HR(XD)

4. IF EST(t)+1SD ()] =
ST (tr) < the earliest st € STC

RFT—LFT () +]SD(t0)]

DO

ELSE DO ST (tr) « the latest st € STC END IF

5: Ty + T, U{t;} and recalculate NH (T, )
Update EST(t;) of all t; € D(t;) and LFT(t,) of all t;, € A(t;)

@

: END LOOP

EN |

Fig. 11. Task placement algorithm of BTS.

than the finish time of any precedent tasks, the preceding task
must be relocated also before the new start time. The new start
time is selected as closely as possible to the original, to minimize
the impact on dependent tasks. BTS first tries to relocate tasks to
earlier time slots in ascending order of ST(t) until no relocation
can reduce the maximum NH(T, x) by MovelLeft (line 2-4). BTS
then tries to relocate tasks to later time slots in descending order
of ST(t) + ET(t) by MoveRight (line 5-7). BTS stops when no
more relocation is possible, and returns the maximum value of
the resulting NH(T, x) as the resource capacity for the workflow
(line 8).

Both phases have a polynomial complexity. Details of the
algorithms are described in our previous paper [16].

4.5. Task execution phase

With the PBTS algorithm, an estimate of resource capacity
assumes a certain schedule of tasks for each time-partition. A
workflow can meet the deadline with the estimated resources
when the PBTS algorithm is used to schedule tasks while other

algorithms may not guarantee the deadline with the PBTS’s
estimate. For this reason, we enforce the PBTS schedule in the
execution phase.

PBTS can execute a task whenever the following three rules
are satisfied. First, all parent tasks must be finished. Second, HR(t)
of a task must be smaller than the number of free computing
hosts. Last, the execution of a task must not delay any tasks whose
scheduled start time is earlier than ST (t). In other words, a task can
be executed only if the inequality in Eq. (20) is satisfied.

HR(t)) + HR(t) > RCjice. (20)
JEUIST () <ST(0). € sche)

Even though PBTS estimates the resource capacity of a time-
partition very tightly, a time-partition can have free resources
even when all tasks scheduled for the time-partition are executed.
This is because a provisioning system can allocate over-qualified
resources or tasks can run shorter than the predicted execution
time.

The task execution phase tries to run unscheduled tasks to
utilize the free resources. This can reduce the resource capacity
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ALGORITHM Task redistribution

1: maxN H + max T~ NH(T, z), Tyusy ¢+ {t | max STOFETOL NH(T, 2) = mazNH}
2: FOR t, € Thysy in ascending order of ST(¢t) DO

END FOR

o

z=ST(t)

IF MoveLeft(ty, ST (tp) + ET (tp)) returns true DO
update maxNH and Tpysy, and restart from line 2 END IF

FOR t; € Tyysy in descending order of ST'(t) + ET(t) DO

6: IF MoveRight(ty, ST (tp))) returns true DO
: update maxNH and Tpysy, and restart from line 6 END IF
7. END FOR

8: RETURN RC < max''T " {NH(T,z)}

boolean MoveLeft(task t,time bound)

1: FOR st decreases from bound — ET(t) to ESTpn(t) DO
FOR et decreases from min{ FET(t), bound — st} to min{ ET(t), SET(t) + 1} DO

2
3: IF t € Ty DO hr  [FELU2000
4

et—SET(t)
IF mazNH > max:" S Y NH(T
goto line 8 END IF
END FOR
END FOR

RETURN false

Call MoveLeft(tprop, st) END FOR
9: IF all calls in line 8 return true DO

10: ST(t) «

11: ELSE RETURN false END IF

] ELSE hr + HR(t) END IF
— (A(t) U{t}),

z)} + hr DO

FOR tp,0p € {t, | t, € P(t),st < ST(t,) + ET(t,)} DO

st, ET(t) < et, HR(t) < hr, and RETURN ¢rue

boolean MoveRight(task ¢,time bound)

1: FOR ft increases from bound + ET(t) to LEFTyq.(t) DO
FOR et decreases from min{ FET(t), ft — bound} to min{ET(t), SET(t)+ 1} DO

2
3: IFteTMDOhM—(w
4

ct—SET(t)
IF maxNH > maxgg ft JANH(T
goto line 8 END IF
END FOR
END FOR

RETURN false

9: IF all calls in line 8 return true DO

1 ELSE hr « HR(t) END IF
— (D) N {t}),

x)} + hr DO

FOR tprop € {tc | tc € C(t) NST(t) < ft} DO
Call MoveRight(tprop, ft) END FOR

10:  ST(t) « ft—et, ET(t) + et, HR(t) + hr, and RETURN true

11: ELSE RETURN false END IF

Fig. 12. Task redistribution algorithm of BTS.

of upcoming time-partitions. PBTS selects the task satisfying three
conditions, (1) all parent tasks of the task must be finished, (2) the
number of free computing hosts is equal to or larger than the
host requirement of the task, and (3) the tasks must finish before
the end of the current time-partition. If multiple tasks satisfy the
conditions, PBTS executes the task with the largest value of ET(t) -
HR(t) first.

5. Evaluation

We evaluate our algorithm in terms of the cost and the quality
of adaptation to application dynamics. For cost, we compare PBTS
to a theoretical optimal solver and BTS. For adaptation, we simulate
the actual task execution by using a probabilistic model based on
the predicted execution time, and measure the total cost and the
actual turnaround time of the workflow.

5.1. Evaluation methodology

First, we compare PBTS to the optimal solution. The optimum
cost is the cost when resource allocation/release is fully elastic, and
the charge unit is not discrete (e.g., one hour). Hence, the cost is
exactly proportional to the resource time used by a workflow. This
optimal cost is the lower bound of cost for estimation algorithms.
In addition, we compare PBTS to our static algorithm, BTS, to
demonstrate the importance of an algorithm being aware of the
elasticity of resources. BTS aims to minimize the cost by statically
estimating the resource capacity for workflows [15,16]. Instead,
we enhance the BTS algorithm for fair comparison so that it can
adjust the resource capacity for each time-partition, based on the
BTS schedule. We call this enhanced version of BTS as BTSE.

In summary, the equations from (21) through (24) present the
costs of four different approaches: Optimum, BTS, BTSE, and PBTS.
The optimum cost (Cost,y ) is exactly proportional to the resource
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time used by a workflow (Eq.(21)). The BTS cost (Costprs) is the cost
when the resource capacity is constant throughout the workflow
execution (Eq. (22)). The BTSE cost (Cost grse ) is the cost when tasks
are scheduled just one time by BTS but the resources are allocated
elastically, based on the actual resource capacity requirement as in
Eq.(23). Costrsg must be smaller than or equal to Costgrs since BTSE
can release idle resources for the under-utilized time-partitions.
Finally, Costpprs is the aggregate resource capacity across all time-
partitions (Eq. (24)).

Costop = Y _ ET(t) - HR(t) (21)
VteT
COSfBTS = RCBTS - Xp (22)
p

Costgrse = Xp - Z{ max NH(T, x)} (23)

= (i—1) xXp <x<ixXp

p
Costpsrs = Xp - Y _ RC(i). (24)
i=0
The unit of cost in the above equations is different from that
of the charge time unit of resource allocation. For instance, the
typical unit of execution time is a second while that of a charge
time unit is an hour. As such, the actual financial cost is calculated
by dividing the total cost by the charge time unit and then by
multiplying the unit cost (Costyy;¢). For example, let Costpgrs be
20,000 and the unit of ET (t) be a second. If the resource provider
charges 0.1$ for one-hour usage of a virtual machine, the actual
cost is 20,000 x 0.1/3600 dollars.

5.2. Real application workflow

We perform experiments with five real application workflows
used in diverse scientific domains: Montage [1], CyberShake [4],
Epigenomics [40], LIGO Inspiral Analysis Workflow [41], and
SIPHT [42]. Montage creates custom image mosaics of the sky
on-demand and consists of four major tasks: re-projection,
background radiation modeling, rectification, and co-addition.
CyberShake is used by the Southern California Earthquake Center
to characterize earthquake hazards. Epigenomics is used to map
the epigenetic state of human cells on a genome-wide scale.
The DNA sequence data is split into several chunks, and then
conversion and filtering is performed on each chunk in parallel.
The final data are aggregated to make a global map. The LIGO
Inspiral Analysis Workflow is used by the Laser Interferometer
Gravitational Wave Observatory to detect gravitational waves in
the universe. The detected events are divided into smaller blocks
and checked. SIPHT automates the search for SRNA encoding-genes
for all bacterial replicons in the National Center for Biotechnology
Information database. SIPHT is composed of a variety of ordered
individual programs on data. The structure of each workflow with
the computation time and input/output data size of each task are
summarized in Fig. 13. Further information on these workflows
is available in [19]. Note that the computation time and the data
size in Fig. 13 are representative and they can be reconfigured
according to the problem size while the structure remains the
same.

Bharathi et al. also provide a tool to generate DAX (Directed
Acyclic Graph in XML) of five applications for a given workflow
size, i.e., the number of tasks. The DAX file contains all information
that PBTS requires such as the list of tasks, dependencies between
tasks, computation time, and input/output data size of task.

We apply BTS and PBTS to the DAX files of five applications and
calculate the costs of four approaches. The results are presented in
Fig. 14. The minimum makespans of applications are several hours,
and the numbers of tasks, n = |T|, range from 200 to 10,000.

We choose the deadlines close to the minimum makespan (X)) to
reflect the reality that users typically prefer finishing as early as
possible.

The length of the time-partition is set to one hour by default.
However, for some cases with too short a deadline, we use 20 or
30 min to understand the effects of the length of charge time unit.
As shown in the Montage, LIGO, and SIPHT cases, PBTS and BTSE
can be benefited from short time-partitions when the resource
capacity changes frequently over time.

The results show that PBTS is better than BTS and BTSE in most
cases. Noticeably, the cost reduction by relaxing the deadline is
remarkable with the Montage and SIPHT workflows whose degree
of parallelism varies widely. In addition, PBTS is comparable to or
slightly better than BTSE with CyberShake and Epigenomics. Since
both estimate the costs close to optimum, these results still support
the high estimate quality of PBTS. One case where PBTS shows a
worse performance is the LIGO worfkflow which contains lots of
tasks whose execution time is longer than the length of the time-
partition (Xp). PBTS can fail to find the optimal start time of such
long tasks since PBTS considers only a single time-partition once
the spare time distribution is done. By contrast, BTS finds the best
schedule across the entire time range between 1 and Xp.

We also measure the time overhead of large workflows with up
to 100,000 tasks. Even though the results are not presented in this
paper, PBTS spends up to 10 s per time-partition for estimating the
resource capacity. Since applications experience only one iteration
delay when a workflow starts, the time overhead is negligible in
total running time.

5.3. Synthetic workflow

Since the five applications discussed in the previous section
cannot cover the characteristics of all scientific applications,
we evaluate our algorithm more rigorously against complex
workflows with various structures. We classify these synthetic
workflows into two groups: unstructured workflows and leveled
parallel workflows.

We use six parameters to define an unstructured workflow:
number of tasks, number of edges, range of execution time, range
of host requirements for R-task, and percentage of M-tasks. Each
edge connects two randomly selected distinct tasks, and the
execution time and host requirement of each task are selected
via random trials with a uniform distribution over the range.
The ranges of parameters are selected to cover as many cases as
possible.

By contrast, a leveled parallel workflow has a fixed structure
where tasks are divided into several levels and only tasks in
adjacent levels can have dependencies. We use four parameters to
synthesize a workflow: number of tasks, number of levels, range
of the number of tasks in a level, and range of execution time of
task. All tasks in the i-th level are parents of tasks in the (i + 1)-th
level. The execution time of a task is selected via random trials as
in unstructured workflows. This represents the typical structure of
distributed applications such as MapReduce and Dryad.

Through experiments with numerous synthetic workflows, we
have observed common trends, and this section presents the
representative ones.

We categorize unstructured workflows into three groups
according to the existence of M-tasks and the range of HR. First,
Fig. 15 shows the average cost of 100 unstructured synthetic
workflows without M-task where every task needs a single
computing host. The results show that PBTS is consistently better
than BTS and BTSE by about 1%-4% while both PBTS and BTSE
are close to the optimum. In addition, the cost decreases with
the number of time-partitions (Xp/Xp). Second, Fig. 16 shows the
average cost of 100 unstructured synthetic workflows without
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D Task CT(s)[ Input [Output]
1 Transterm 32 | 5MB |435KB
2 Findterm 975 | 5MB [ 48MB
- ID| Task | CT(s)| Input |Output
(8 o] 3| RNAMoif | 44 | 5KB | 1MB 1 [TmpltBank|_20_| 70MB]_1MB
D[ Task | CT(s)] Input] Output b sl L 2| Inspiral |_60_| 75MB|300KB
1| mProjectPP | 14 | 4MB | 8MB 3 S;;i’ 207 Toavs T 6ue 3| Thinca | 6 [ 1GB [200MB)
2 mDiffFit 11 | 17MB| 568KB 4| TrigBank | 6 [ 14KB| 10KB
3l mConcatFt | 12 1 32KB| 22KB 7| Patser_concate 1| 120KB| 120KB|
8| FFN_parse 2| 5MB [865KB) <LIGO>
4| mBgModel 11 | 30KB| 2KB
9| Blast_synteny 33 | 4MB | 2MB
5| mBackground| 11 | 8MB [ 8MB -
A| Blast_candidate 6 2MB | 12KB
6] mimgTbl 11 |374MB| 12KB
B [ Blast_paralogues| 5 1MB [ 1MB
! i 30 |374MB| 347MB C| SRNA annotate | 2 | 4MB | 1MB
8|  mShrink 13 [173MB| 7MB =
9|  mJPEG 11 | 7MB | 340KB <SIPHT>
<Montage>
D Task CT(s)| Input [ Output
1| fastQSplit 42 [485MB|485MB|
2 | filterContams | 1 7MB | OKB
3| sol2sanger 1 3MB | 3MB D Task CT(s)[ Input | Output
4| fastg2bfgq 1 3MB | 556KB, 1 ExtractSGT 355 | 40GB| 463M
5 map 9635 [ 3GB | 603KB 2 [SeismogramSynthesis| 63 |829MB| 24KB
6| mapMerge 24 | 55MB[ 51MB 3 ZipSeis 942 | OKB [ 2MB
7| mapindex 4 | 76MB|[953KB 4 [ PeakValCalcOkaya 2 | 24KB| 216B
8 pileup 3270 [ 3GB | 3MB 5 ZipPSA 398 | OKB [125MB|
<Epigenomics> <CyberShake>

Fig. 13. Workflow structures of five applications with the information on computation time (CT) and input/output data size of each task.

M-tasks in which the HR of each task is 2" where n is selected
by a random trial with a uniform distribution between 1 and 7.
Likewise, PBTS is consistently better than BTS and BTSE, and the
cost decreases as the length of the time-partition decreases. Unlike
the static algorithm, both PBTS and BTSE leverage the elasticity
of resources accordingly. Furthermore, PBTS saves the cost more
aggressively than BTSE and saves about 10% more than BTS.
Typically, workflows with multi-HR tasks have a wide fluctuation
of resource requirement, and PBTS adapts to the fluctuation
better than BTS. Finally, Fig. 17 shows the average cost of 100
unstructured synthetic workflows where the half of tasks are M-
tasks. The result is similar to that of the second group except
that the cost gap between BTSE and PBTS becomes narrow and
that both estimates for large deadlines approach the optimal. The
improvement of BTSE is mainly because the flexibility of M-task
contributes to reducing the peak capacity.

Since the minimum makespan of an application may not be
aligned with charge time unit, users may tolerate some delays of
execution in order to fully use the allocated resources. We extend
the deadline and observe the effects on the resource cost. The
overall trend is that cost decreases gradually to a certain point as
deadline increases. However, the cost saving gets saturated beyond
an application-specific threshold because the increase of resource
allocation time cancels out the gain due to the reduction of
resource count so we cannot expect any further savings any more.
Actually, the excessive increase of the deadline is not desirable
because long running applications are more likely to experience
failures.

Then, the question would be how long can we extend the
deadline. An interesting observation is that we can save significant
cost by slightly extending the deadline beyond the minimum
makespan. The results when the deadline is extended to 120% of
the minimum makespan are shown in Figs. 15-17. As a rule of

thumb, the cost saving is noticeable until the deadline increases
up to 120% of the workflow’s minimum makespan in most types
of synthetic workflows. In practice, we can align the deadline to
the boundary of the charge time unit around the 120% extended
time.

Lastly, we evaluate PBTS and other approaches with synthetic
leveled parallel workflows. Fig. 18 shows the average cost of 100
synthetic workflows with 10 levels. In each level, the number of
tasks are randomly selected by a uniform distribution between 10
and 100. The three graphs lead us to the conclusion that PBTS is the
most efficient in terms of cost. In addition, the longer deadlines get,
the wider the difference between PBTS and BTSE becomes.

5.4. Effect of the runtime feature of PBTS

The experiments in the previous sections assume that the
execution time of tasks is accurate and constant. However, the
actual execution time can fluctuate at runtime. As a result,
resources can be wasted in case of over-provisioning, or the
application can miss the deadline otherwise. We simulate the real
execution time by using a simplified model and observe how well
PBTS can adapt to such dynamics.

The first experiments show how well the PBTS algorithm
with the runtime information can save the cost when the actual
execution times of tasks are shorter than the predicted ones. This
configuration represents the case when allocated resources are
mostly faster than user’s requirements. We compare this version
of the PBTS algorithm to the pure PBTS algorithm without any
runtime information. Table 1 summarizes the results for several
workflows when the deadline is 120% of the minimum makespan.
The task execution time follows a normal distribution where
the mean is the normalized actual execution time based on the
predicted time; we use two mean values, 0.8 and 0.9, and two
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Fig. 14. Comparison of the costs of optimum, BTS, BTSE and PBTS for the five real application workflows.
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Fig. 15. Comparison of the costs of optimum, BTS, and PBTS for unstructured synthetic workflows without any M-tasks and multi-HR R-tasks. Average of 100 random

workflows with 1000 tasks and 4000 edges.
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Fig. 16. Comparison of the costs of optimum, BTS, and PBTS for unstructured synthetic workflows without any M-tasks. The range of HR is 1-128. Average of 100 random
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Fig. 17. Comparison of the costs of optimum, BTS, and PBTS for unstructured synthetic workflows with 50% of M-tasks. Average of 100 random workflows with 200 tasks

and 500 edges.
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Table 1

Relative costs of PBTS with runtime information compared to PBTS without runtime feature (mean values (x) and standard deviations (o) are the ratio between actual

execution time and predicted execution time).

Xp/Xp =4 Xp/Xp =8
Workflows n=0.90=0.1(%) n=0.8,0=0.2(%) n=0.90=0.1(%) n=080=02(%)
Montage 88.5 833 84.2 81.8
LIGO 94.2 91.3 92.5 87.3
SIPHT 95.2 91.9 91.6 89.8
CyberShake 90.2 85.7 88.3 824
Epigenomics 89.2 86.7 85.9 83.1

standard deviation values, 0.1 and 0.2. The values in the table
are the ratio of the cost of PBTS with runtime information to
that of pure PBTS. PBTS successfully reduces the overall cost of
the application, exploiting the slack time of faster tasks. This also
means that PBTS can take advantage of faster resources. Moreover,
the results show that PBTS can get more cost savings with finer
time-partitions since PBTS can use more up-to-date information
and have more chances to adjust its estimate.

We repeat the same experiments when the actual execution
times of tasks are longer than the predicted ones. Table 2 shows
the results with a mean of 1.2 and a standard deviation of 0.2 of the
predicted ET. PBTS fails to meet the deadline even with the runtime
information because PBTS cannot handle the cases when the sum
of execution times of tasks on the critical path is longer than the
deadline.

The online characteristic of PBTS allows us to add features
to reduce the deadline miss probability whereas it is not easy
with static approaches such as BTS and traditional scheduling
algorithms. For example, PBTS can selectively adopt a redundant
execution scheme for tasks on critical path. Besides, we can apply
PBTS more conservatively with longer execution time of tasks
(e.g. worst case execution time). Then, this approach becomes
equivalent to the case discussed in Table 1 since the actual
execution times are likely shorter than the predicted ones. PBTS
can reduce the deadline miss probability at the small expense of
the cost.

Table 2

Actual turnaround time of workflow compared to the deadline (120% of the
minimum makespan) when the actual execution time of each task follows a normal
distribution (u = 120% of the predicted execution time, standard deviation = 20%
of the predicted execution time).

Workflows w/o runtime info. (%) With runtime info. (%)
Montage 116.08 £ 6.58 11252 £7.72

LIGO 125.22 £9.21 123.74 £ 1051

SIPHT 114.52 £+ 6.06 111.34 £ 8.84
CyberShake 116.82 £ 9.57 112,51 £ 10.89
Epigenomics 123.14 £ 7.33 120.85 £ 9.47

Especially the runtime characteristic enables PBTS to save more
cost than BTSE. We measure the cost when both PBTS and BTES
set the predicted execution time of every task by 20% longer than
the values given by users while the actual execution time follows
a normal distribution with a mean value of 100% and a standard
deviation of 20% of the given values and the deadline is 120% of the
minimum makespan (X)). We have observed that this approach
can reduce the deadline miss probability down to 20% or less. The
relative cost of BTSE to BTS shown in Table 3 proves that PBTS
can save about 20% cost compared to BTSE when the predicted
execution time is mostly longer than the actual execution time. We
plan to leverage such inline characteristic of PBTS in order to make
the algorithm more robust and tolerant of runtime dynamics in our
future work.
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Table 3

The relative costs of BTSE to PBTS when both set the predicted execution time of
every task by 20% longer than the values given by users while actual execution
time follows a normal distribution (x = 100% and o = 20% of the given values,
Xp = 1.2Xy).

Workflows Costprsg / Cost pprs
Montage 1.218
LIGO 1.125
SIPHT 1.190
CyberShake 1.235
Epigenomics 1.107
Unstructured synthetic 1.380
Leveled parallel synthetic 1.182

6. Conclusion

In this paper, we have suggested an architecture for executing
workflow applications on elastic computing resources. In addition,
we have proposed the core algorithm named PBTS for estimating
the minimum resource capacity to execute a workflow within
a given deadline. The main contribution of our research is that
PBTS bridges the gap between workflow management system and
the state-of-the-art resource provisioning environments. With this
framework, scientists are able to exploit cloud while saving more
operational cost with utility basis billing policy. PBTS estimates
resource capacity per time-partition so that it minimizes the
resource cost, satisfying the deadlines. In addition, PBTS handles
any workflows of DAG structure that includes single, data-
parallel, and even MPI-like tasks. Finally, PBTS determines not only
the resource capacity but also the time schedule and the host
requirements of tasks.

Various experiments with synthetic and real workflows have
demonstrated that the PBTS algorithm performs better than the
alternative approaches in terms of cost, and its performance is
close to the theoretical low bound. In addition, the algorithm has
a polynomial time complexity, taking only a few seconds even for
large workflows. Moreover, we have shown that users can benefit
from the relaxation of deadline to trade the execution time for cost
savings; as a rule of thumb, the deadline can be extended up to
the 120% of the minimum makespan of workflow. Finally, PBTS
can leverage the runtime information of tasks. PBTS can adapt to
the fluctuation of execution time of individual tasks and meet the
deadline of the application successfully in most cases.

We plan to improve PBTS in several directions. First, even
though PBTS can adapt to its estimate according to the dynamics
of tasks, it may fail if the tasks on the critical path are delayed too
much or in the worst cases if some tasks crash. The bottom line is
that PBTS can use the runtime information and adjust the resource
capacity accordingly on the fly. PBTS can use various options; tasks
can be executed redundantly based on the task failure probability,
or the worst case execution time can be used as the predicted time.
Second, PBTS does not consider I/O contention when determining
the start time of task. Many workflow applications are data-
intensive, and load/store bandwidth can be an issue. Finally,
we assume that a workflow has a DAG structure. However, a
workflow can have loops or conditional branches as in BPEL [43]
or Spark [44], or tasks can be added dynamically at runtime.
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